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and visual) audiovisual speech (Aldridge et al. 1999), while 
five-month-olds can integrate audiovisual syllables (e.g., 
Rosenblum et al. 1997). With increasing age, the mecha-
nisms supporting integration of audiovisual speech change. 
Younger infants rely on low-level cues (e.g., temporal 

Introduction

From birth, we experience and learn about speech in a mul-
tisensory context. After birth, newborns can distinguish 
between congruent and incongruent (mismatched auditory 
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Abstract
In adults, the integration of audiovisual speech elicits specific higher (super-additive) or lower (sub-additive) cortical 
responses when compared to the responses to unisensory stimuli. Although there is evidence that the fronto-temporal net-
work is active during perception of audiovisual speech in infancy, the development of fronto-temporal responses to audio-
visual integration remains unknown. In the current study, 5-month-olds and 10-month-olds watched bimodal (audiovisual) 
and alternating unimodal (auditory + visual) syllables. In this context we use alternating unimodal to denote alternating 
auditory and visual syllables that are perceived as separate syllables by adults. Using fNIRS we measured responses over 
large cortical areas including the inferior frontal and superior temporal regions. We identified channels showing different 
responses to bimodal than alternating unimodal condition and used multivariate pattern analysis (MVPA) to decode pat-
terns of cortical responses to bimodal (audiovisual) and alternating unimodal (auditory + visual) speech. Results showed 
that in both age groups integration elicits cortical responses consistent with both super- and sub-additive responses in 
the fronto-temporal cortex. The univariate analyses revealed that between 5 and 10 months spatial distribution of these 
responses becomes increasingly focal. MVPA correctly classified responses at 5 months, with key input from channels 
located in the inferior frontal and superior temporal channels of the right hemisphere. However, MVPA classification 
was not successful at 10 months, suggesting a potential cortical re-organisation of audiovisual speech perception at this 
age. These results show the complex and non-gradual development of the cortical responses to integration of congruent 
audiovisual speech in infancy.
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Brain Topography

synchrony) to integrate audiovisual speech while older 
infants rely on higher-level cues (e.g., gender, Patterson and 
Werker 2002) (Lewkowicz and Ghazanfar 2009).

The developmental changes in neural correlates of inte-
gration of audiovisual speech remain understudied. While 
multiple studies focused on a single age group, to the best 
of our knowledge, only a single study looked at the devel-
opment of neural responses to integration across a broader 
period in the second half of the first year of life. Kushne-
renko and colleagues (2013) measured visual attention and 
event-related potentials to congruent and incongruent syl-
lables in a group of 6- to 9-month-olds (Kushnerenko et 
al. 2013, see also Hyde et al. 2011; Reynolds et al. 2014; 
Riva et al. 2022). Infants who show less developmentally 
mature looking patterns to audiovisual speech (i.e., looking 
mostly at eyes) showed an audiovisual mismatch response 
(AVMMR, Kushnerenko et al. 2008). On the other hand, 
infants who showed a more developmentally mature look-
ing pattern (i.e., looking mostly at the mouth) did not show 
the AVMMR (just like adults). The neural correlates of 
speech processing change across infancy, with some studies 
showing increasingly left-lateralised responses to auditory 
speech (e.g., Minagawa-Kawai et al. 2007). The frontal and 
temporal regions are active during perception of audiovi-
sual speech (Altvater-Mackensen and Grossmann 2018; 
Egorova et al. 2010; Fava et al. 2014; Lloyd-Fox et al. 2015; 
Mercure et al., 2020) and integration of incongruent audio-
visual speech (Altvater-Mackensen and Grossmann 2016; 
Ujiie et al. 2020). At 5 months of age, the left inferior frontal 
region was more active to congruent than incongruent vow-
els (Altvater-Mackensen and Grossmann 2016). Around 
9 months of age, congruent audiovisual syllables elicited 
left temporal, while incongruent elicited bilateral temporal 
activations (Ujiie et al. 2020). Together, these studies show 
that the fronto-temporal network supporting integration of 
audiovisual speech is functionally active already in infancy 
and changes within the first year of life. But, the nature of 
the cortical responses to integration and their developmental 
transitions are unclear.

In adults, integration of audiovisual speech elicits non-
linear responses (Callan et al. 2003; Calvert et al. 2000; 
Erickson et al. 2014; Matchin et al. 2014). In particular, 
activation to multisensory stimuli is higher (super-additive 
response) or lower (sub-additive response) than the com-
bined activation to each unimodal stimuli (Stein and Mer-
edith 1993). This reflects the additional processes involved 
in integration (Meredith and Stein 1983; Stein and Mere-
dith 1993). It is likely that during infancy, with increasing 
behavioural specialisation for processing and integration of 
audiovisual speech, there are changes in the functional cor-
tical organisation that supports these abilities. As a result of 
these changes, the non-linear responses to integration likely 

emerge. However, previous research offers a limited under-
standing of how the network for integration of audiovisual 
speech develops. The role of inferior frontal and superior 
temporal cortex in processing audiovisual speech between 
6 months and 9 months of age – a time of important pho-
nological development (e.g., Werker and Tees 1984) – has 
never been tested. Studies that measured integration of 
audiovisual speech in infants focused on neural responses 
to incongruent audiovisual speech (Altvater-Mackensen and 
Grossmann 2016; Kushnerenko et al. 2008, 2013; Ujiie et al. 
2020), rather than the non-linear (super- and sub-additive) 
responses to integration of congruent audiovisual speech.

In this pre-registered study (Dopierała et al. 2020), we 
investigated the development of fronto-temporal responses 
to integration of audiovisual speech between 5 and 10 
months of age. We selected these age points to reflect the 
neural responses right before the onset of specialisation for 
native speech (around 5 to 6 months) and right after the spe-
cialisation (9 to 10 months) (e.g., Werker and Tees 1984). 
We compared fronto-temporal responses to the presentation 
of audiovisual speech with the responses to the presentation 
of consecutive auditory and visual speech. To shorten testing 
time and decrease attrition rates, we combined auditory and 
visual speech within a single condition - the alternating uni-
modal condition (Olson et al. 2002). There was a 600 ms lag 
between the onset of the auditory syllable and visual artic-
ulation in that the audible speech sound never overlapped 
with the visible mouth movement. Adults asked about their 
experience indicated that they perceived the alternating syl-
lables as separate instances of speech. We proposed that 
differential activation to the bimodal relative to alternating 
unimodal condition would reflect integration. Our pre-reg-
istered hypotheses (Dopierała et al. 2020) predicted that the 
superior temporal region would show a different response to 
the bimodal than alternating unimodal conditions, however 
these responses would only emerge around 10 months of 
age. In that, at ten, but not at five months of age (1) specific 
channels would show different responses to bimodal (audio-
visual) relative to alternating unimodal (auditory + visual) 
speech, and (2) widespread patterns of cortical responses 
would be successfully classified based on distributed pat-
terns of activation (see below) as either to bimodal (audio-
visual) or alternating unimodal (auditory + visual) speech. 
(Additional pre-registered hypotheses (Dopierała et al. 
2020) are reported in the Supplementary Material.)

In infancy cortical regions respond preferentially to par-
ticular stimuli categories (e.g., Altvater-Mackensen and 
Grossmann 2016). However, infants’ cortical responses are 
less stable or marked than adults’ (Deen et al., 2017) and 
therefore may be missed by standard channel-by-channel 
analyses (Emberson et al. 2017). One way to address this 
problem is using Multivariate Pattern Analysis (MVPA). 
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MVPA harnesses weakly discriminative information that 
is distributed over multiple channels and can therefore, in 
some cases, provide greater sensitivity than the univariate 
general linear model (Haynes and Rees 2006). MVPA con-
siders the spatial pattern of activation across multiple chan-
nels allowing us to ask whether information about specific 
stimuli can be extracted from these multi-channel patterns. 
This allows us to investigate how activity across multiple 
brain regions contributes to a cognitive process. Therefore, 
to gain a better understanding of the development of cortical 
responses to integration of audiovisual speech, we used both 
standard univariate analyses - repeated-measures ANOVA 
(RM-ANOVA, e.g., Grossmann et al. 2010) - and novel 
multivariate analyses, only recently adapted for use with 
developmental fNIRS data (Emberson et al. 2017; Mercure 
et al., 2020).

Methods

Participants

The final sample included 42 infants: 20 in the younger age 
group and 22 in the older age group (see Table 1 for detailed 
sample characteristics). Although the initially planned 
sample size of 46 infants (Dopierała et al. 2020) could not 
be achieved due to the onset of the COVID-19 pandemic 
and related lab closures, the final sample had sufficient 
power (0.85 and 0.89 in younger and older age groups 
respectively) to detect medium-sized effects (f = 0.25, RM 
ANOVA, within factors) (G*Power software, Faul et al. 
2009)1. All infants in the final sample were born full term, 

1   15% of infants in the younger age group and 32% of infants in the 
older age group were tested during the COVID-19 pandemic.

they were typically developing with no vision or hearing 
deficits, monolingual (or had less than 30% of daily expo-
sure to another language), and came from Polish-speaking 
families. An additional 34 infants were tested but excluded 
due to age outside the age range (N = 3), technical difficul-
ties (N = 3), improper headgear fitting (N = 7), experiment 
suspended due to infant behaviour (fussiness, crying, exces-
sive movement, N = 6), not looking at the screen for at least 
60% of the required minimum number of trials (3 per exper-
imental condition, N = 3), infant taking off/moving headgear 
and/or pulling out fibres during testing (N = 4), or failure to 
reach trial and channel inclusion criteria (N = 2, N = 6, see 
Sect.  2.4). The study was approved by the Research Eth-
ics Committee at the Faculty of Psychology, University of 
Warsaw, Poland, and conformed with the standards of the 
Declaration of Helsinki. Prior to the testing session, parents 
gave written informed consent. For their participation, the 
families received a diploma, a small gift (a baby book), and 
a video recording of their play in the laboratory.

Stimuli

Stimuli were created from two video clips of female native 
polish speakers looking directly at the camera (i.e., eye 
gaze fixed at the infant), shown from the neck up against 
a dark grey background. The only part of the face chang-
ing was the visible articulation of syllables /ba/ and /ga/. 
Stimuli were edited with Davinci Resolve, version 15 soft-
ware (BlackmagicDesign, Australia) to create two experi-
mental conditions: alternating unimodal (auditory + visual) 
and bimodal (audiovisual) speech. The alternating unimodal 
(auditory + visual) speech condition started with the audi-
tory syllable presented simultaneously with the still frame 
of the speaker’s face (first frame of the clip), followed by 
silent visual syllable, see Fig.  1B. The visible articula-
tion started 600ms after the onset of the auditory syllable 
(~ 250ms), thus there was no temporal overlap between 
the audible speech sound and the visible articulation. The 
bimodal (audiovisual) speech condition started with a silent 
still frame of the speaker’s face, followed by concurrent 
audiovisual syllable (/ba/ or /ga/) see Fig. 1B. Stimuli were 
presented in 8s-long trials including 5 repetitions of a sin-
gle stimuli, alternating with a silent dynamic baseline, see 
Fig.  1B. To create baseline stimuli, we used a still frame 
from the blurred, pixelated, and muted video clips (edited 
with Movavi Video Editor software, version 15, Movavi, 
USA). To create a perception of motion the still frames were 
edited to slowly zoom in, creating 3s long videos. Baseline 
trials had jittered length: 9–12s (e.g., Lloyd-Fox et al. 2011). 
Trials were presented in a pseudo-random order, 3 trials per 
experimental condition every two minutes (e.g., Lloyd-Fox 
et al. 2011).

Table 1  Final sample characteristics
Age group Younger age 

group
Older age 
group

Number, female 20, 8 F 22, 8 F
Age, months 5.8 (0.49) 

[5.2–6.7]
9.7 (0.56) 
[9.0–10.7]

Head circumference, cm 44.46 (1.53) 
[42–48]

45.84 
(1.35) 
[43–48]†

Headband size: small/large 19/1 16/6†
Gestational age, weeks 39 (1.47) 

[36–41]
39 (1.26) 
[36–41]

Channels included 45 (1.57) 
[41–16]

43 (3.6) 
[32–46]

Number tested during COVID-19 3 7
Note. Mean (SD) [range]. All infants were monolingual (or had less 
than 30% of daily exposure to another language). †Due to sanitary 
procedures head measurements of infants tested during the pandemic 
were not taken and they all wore a small headgear
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infant’s nasion, and placing the sides so that the midpoint 
of the lower row of channels was above the pre-auricular 
points (Lloyd-Fox et al. 2009), see Fig.  1A. Infants wore 
different headgear sizes depending on head circumference 
(see Table 1). We instructed parents to refrain from talking 

Procedure

Infants sat on their parent’s lap, approx. 60  cm from a 
screen, in a dimly lit room. We gently placed the fNIRS 
headgear on the infant’s head, aligning the midline to the 

Fig. 1  FNIRS headgear and experimental paradigm. (a) Picture of an 
infant wearing the NTS fNIRS headgear and illustrations of channel 
location in relation to infant’s head: highlighted sources (stars) and 
detectors (diamonds), grey circles indicate measurement channels and 

channel numbers with the 10–20 coordinates superimposed on the dia-
gram in green. Channels within the yellow box are part of the inferior 
frontal region, orange - superior temporal region. (b) Experimental 
stimuli design and study paradigm
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Lloyd-Fox et al. 2011, 2015; Mercure et al., 2020). For 
each infant, we calculated the latency of the peak response 
within the 20s post-stimulus time period across both chro-
mophores and conditions. When averaged across channels, 
the response peaked around 9s from stimulus onset. In the 
pre-registration (Dopierała et al. 2020), we planned to anal-
yse the 8s time window around the peak, however, further 
inspection of the data revealed variability in observed peak 
latency depending on the channel. To account for that vari-
ability we split the activation time window into two: 5-10s 
and 10-15s (e.g., Lloyd-Fox et al. 2017). For each infant, 
condition and channel, we calculated the mean changes in 
concentration of HbO and HbR (e.g., Gervain et al. 2008) in 
three time windows: -5–0s pre-stimulus baseline, 5–10s and 
10–15s post-stimulus.

Statistical Analyses

We conducted two types of analyses: univariate and multi-
variate pattern analyses (MVPAs) (Dopierała et al. 2020). 
For univariate analyses, we used channel-by-channel 
RM ANOVAs with within factors of time (-5–0s, 5–10s, 
10–15s), condition (bimodal (audiovisual) speech, alter-
nating unimodal (auditory + visual) speech), and between 
factor of age (younger − 5- to 6-month-olds, older − 9- to 
10-month-olds). To identify channels showing different 
response to bimodal than alternating unimodal condition, 
we used simple planned contrasts: We compared the change 
between baseline and activation time windows (-5–0s vs. 
5–10s, -5–0s vs. 10–15s) between the two experimental 
conditions (bimodal (audiovisual) speech vs. alternating 
unimodal (auditory + visual) speech). With planned post-
hoc comparisons, we analysed the direction of the difference 
between conditions (higher to bimodal or alternating uni-
modal) within each of the two activation time windows. We 
applied the FDR (Benjamini and Hochberg 1995) correction 
for multiple comparisons and reported both corrected and 
uncorrected results. We ran separate analyses for each chro-
mophore: oxygenated (HbO) and deoxygenated (HbR) hae-
moglobin (e.g., Grossmann et al. 2010). Both an increase in 
the concentration of HbO and a decrease in the concentra-
tion of HbR relative to the baseline period were interpreted 
as cortical activation in infants (e.g., Lloyd-Fox et al. 2010). 
We predicted that a greater activation to bimodal than alter-
nating unimodal condition would reflect a cortical response 
consistent with a super-additive response, while a greater 
activation to alternating unimodal than bimodal condition 
reflects a cortical response consistent with a sub-additive 
response. The interpretation of the response depends on 
the chromophore: higher HbO increase to bimodal condi-
tion reflects a response consistent with a super-additive 
response, higher HbR increase to bimodal condition reflects 

to or interacting with the baby throughout the procedure. To 
draw the infant’s attention to the screen and away from the 
headgear being placed on their head, the experiment started 
with a movie of an aquarium. Infants wore a custom build 
CBCD fNIRS headgear (http://cbcd.bbk.ac.uk/node/165), 
consisting of two source-detector arrays (Fig. 1A) with 46 
channels (source-detector separations; 2  cm) covering the 
frontal, fronto-temporal, temporal, temporo-fronto-parietal, 
and temporoparietal regions (Lloyd-Fox et al. 2014). Once 
the headgear was in place and the infant was looking at the 
screen, the experimental task started. We recorded fNIRS 
data using an NTS optical tomography system (Gowerlabs 
Ltd. L, UK) with two continuous wavelengths of source 
light: 780 and 850 nm. On the screen, time-locked stimuli 
were presented using Psychtoolbox (Brainard 1997; Kleiner 
et al. 2007; Pelli 1997) for MATLAB version 9.2 (R2017a, 
Mathworks Inc., Sherborn, MA, USA). The experimenter 
stood behind a curtain or in an adjoining room, hidden from 
the infant. Infant behaviour was monitored throughout the 
procedure, and video-recorded for off-line coding of look-
ing behaviour.

fNIRS Analyses

Our fNIRS analysis plan was pre-registered (Dopierała et 
al. 2020). We pre-processed raw fNIRS data in HOMER2 
(Huppert et al. 2009) following previously established 
pipelines and guidelines (e.g., Di Lorenzo, Pirazzoli et al., 
2019; Lloyd-Fox et al. 2015). We excluded channels with 
raw intensities below 0.001µM or above 10µM. Infants who 
contributed data from less than 31 (of 46) channels were 
excluded from further analyses (Mercure et al., 2020). To 
recover most motion-affected trials (e.g., Di Lorenzo, Piraz-
zoli et al., 2019) we corrected motion artefacts using wavelet 
analyses (iqr = 0.8) and spline correction (Scholkmann et al. 
2010; Molavi and Dumont 2012). As some motion artefacts 
remained, we excluded channels with excessive motion 
artefacts (observed on over 3 trials throughout the testing 
session) and trials containing or preceded by (5s) significant 
motion artefacts. Additionally, we manually coded infants’ 
looking behaviour during the experiment and excluded tri-
als during which the infant looked away from the screen 
for over 60% of the time or when parent interfered (e.g., 
talked to the baby). Finally, we excluded infants who con-
tributed less than 3 trials per condition (e.g., Mercure et al., 
2020). For infants that contributed data to the final sample, 
we removed physiological noise using a bandpass filer (lpf 
0.50 Hz, hpf 0.03 Hz). Then, we converted data to relative 
concentrations of HbO and HbR, assuming a differential 
pathway factor of 5.1 (Duncan et al. 1996; Lloyd-Fox et al. 
2010). Finally, we segmented data into 25s blocks: 5s pre-
stimulus baseline and 20s post-stimulus time period (e.g., 

1 3

http://cbcd.bbk.ac.uk/node/165


Brain Topography

labels of the held-out participant. This was done iteratively 
for all participants to provide an accuracy estimate (propor-
tion correct) for the set of infants. Then, to establish whether 
this observed accuracy was higher than chance, we com-
pared whether the classifier accuracy trained on data with 
true labels was better than the classifier trained on data with 
randomly shuffled labels (Mercure et al., 2020). To do so, 
the classifier was trained 1000 times, randomly either main-
taining or changing condition labels in the data, shuffling 
data labels differently at each permutation. The probability 
value was established by pooling then ranking the observed 
and permuted accuracies in order to identify the number of 
times the observed classification accuracy was greater than 
or equal to the accuracies derived from the shuffled data 
(Pereira et al. 2009). The observed value was included in 
both the numerator and denominator for calculating the p 
value, such that if the classification accuracy observed from 
the data was higher than all the observed permutation val-
ues, this would result in a value of p = 1/1001 (Ruxton and 
Neuhäuser 2013). For successful classifications, we report 
which channels contributed most to the classification (the 
classifier weight value for the channels). The weights for 
each channel were determined by re-training the classifier 
using the data averaged over all participants for each condi-
tion and extracting the weight vector of a model trained on 
these averaged patterns. To account for the fact that some 
channels were dropped out of the classification when calcu-
lating the classifier accuracy, due to missing channels, we 
trained this final model only using channels for which there 
was usable data in at least 80% of participants. We multi-
plied the weight vector by the average patterns and visual-
ised the most informative channels, defined as the channels 
contributing the highest 30% of values. This approach takes 
into account the channel values, their associated weight 

a response consistent with a sub-additive response, on the 
other hand, higher HbO increase to alternating unimodal 
condition reflects a response consistent with a sub-additive 
response, higher HbR increase to alternating unimodal con-
dition reflects a response consistent with a super-additive 
response, see Fig. 2.

For the MVPAs, we used a Support Vector Machine 
(SVM) to train a classification boundary that separates 
neural patterns associated with two labeled experimental 
conditions. Once trained, the model can be tested by assess-
ing its ability to successfully discriminate the conditions, 
for unseen data, in which the labels of the two conditions 
have been withheld. If the model is able to successfully 
predict the labels of the unseen data at a level greater than 
chance, we assume that the neural representations associ-
ated with each stimulus type are distinctly encoded in the 
neural responses (Haxby et al. 2001; Haxby and Gobbini 
2012). The data were z-scored within each channel across 
all infants to ensure that the channels were in comparable 
scales for classification. We used a leave-one participant-out 
approach. The classifier was trained on a balanced training 
set of neural patterns from all of the participants exclud-
ing the to-be-classified participant. The model was trained 
on the averaged pattern derived from the fNIRS epoch data 
for each of the two experimental conditions from all par-
ticipants except one. We used all channels, not just the ones 
over the inferior frontal and superior temporal regions, as 
MVPA performs better with greater numbers of channels 
(Emberson et al. 2017). Not all channels contained usable 
data for all participants. These channels were dropped out 
of both the training and test patterns when classifying par-
ticipants that had missing channels. This meant that the 
exact channels used in the analysis differed slightly for each 
participant. This model was used to predict the condition 

Fig. 2  Theoretical pattern of predicted non-linear responses to the 
alternating unimodal (striped) and bimodal (plain) conditions. If the 
difference between the conditions was significant, responses were 

interpreted as either super- or sub-additive. Note that interpretation of 
the response differed depending on the chromophore: HbO or HbR
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Bimodal (Audiovisual) Speech Compared to 
Alternating Unimodal (Auditory + Visual) Speech

To investigate which channels show differential responses 
depending on the stimuli, we compared responses to 
bimodal and alternating unimodal speech in each age 
group (see Sect.  2.5). In the following sections, we focus 
on the channels in the inferior frontal and superior tempo-
ral regions (see Fig.  1) that showed significant effect, for 
results from all channels see Table 2. For each channel we 
analysed two time windows 5-10s and 10-15s, for details on 
the time window where the effect was observed see Table 2. 
We report first the simple planned contrasts followed by 
planned post-hoc comparisons, first in the younger and then 
older age group.

Younger age group. In the younger age group, the planned 
simple contrast analyses using F-test (see Sect. 2.5) revealed 
eight channels showing significantly different responses 
depending on condition. Two right inferior frontal channels 
(24, 26) showed significantly different response to bimodal 
than alternating unimodal speech, which survived the FDR 
(Benjamini and Hochberg 1995) correction for multiple 
comparisons p < .05. Furthermore, left inferior frontal (3, 4) 
and bilateral superior temporal (5, 27, 28, 29, 31) channels 
showed significantly different responses to bimodal than 
alternating unimodal speech at an uncorrected threshold 
p < .05. Planned post-hoc comparisons revealed which of 
these channels showed super- and sub-additive-consistent 
responses, see Table 1 and the upper panel of Fig. 3 (note 
that Fig.  3 shows only responses within the second time 
window, 10-15s).

One channel showed a response consistent with a super-
additive response: Left superior temporal channel (5) 
showed greater HbO increase to bimodal than alternating 
unimodal condition.

Nine channels showed responses consistent with sub-
additive responses, reflected by either a significant difference 
in HbO or HbR response. HbO: The right inferior frontal 
(26) and superior temporal (27, 29) channels, bilateral chan-
nels located superior to the superior temporal region (22), 
and a channel located posterior to the superior temporal 
region (44) showed greater HbO increase to alternating uni-
modal than bimodal condition. HbR: the left inferior frontal 
(3, 4) and right superior temporal (28, 31) channels showed 
greater HbR decrease to bimodal than alternating unimodal 
condition.

Finally, two channels showed significant effects in both 
HbO and HbR concentration. The right inferior frontal (24) 
channel and a channel located superior to the superior tem-
poral region (42) showed greater HbO and HbR increase to 
alternating unimodal than bimodal condition.

and how combining these values influences the classifica-
tion outcome. The most informative channels were defined 
as the channels contributing the 30% most extreme values. 
Note that due to the normalisation, the channels contributing 
most to classifying in favour of the positive class (e.g. one 
of the conditions) were the same as those contributing most 
to classifying the negative class (e.g. the other condition). 
As such, the weights reflected the channels that provided 
the most effective discrimination between conditions rather 
than necessarily characterising one condition or the other. 
As in univariate analyses, we conducted separate MVPAs 
on mean changes (across all trials) in HbO and HbR dur-
ing each activation time window (5–10s and 10–15s post-
stimulus onset) for each participant. As we hypothesised 
that classification would be successful only in older infants, 
we conducted separate analyses for each age group. To test 
for hemispheric contributions to classification, we con-
ducted MVPAs separately on all, left, and right hemisphere 
channels. Multivariate analyses were conducted using a 
custom Matlab script (https://github.com/speechAndBrains/
fNIRS_tools).

Given recent findings pointing to possible differences in 
language and face processing between infants tested before 
and during the COVID-19 pandemic (e.g., Huang et al. 2021; 
for a discussion see Carnevali et al. 2022), we ran additional 
exploratory analyses. As previous infant fNIRS studies 
using MVPA found significantly successful classifications 
in sample sizes below 20 (Emberson et al. 2017  N = 18; 
Mercure et al., 2020 N = 19), we re-ran the MVPAs on data 
from infants tested before the pandemic. Unfortunately, the 
number of infants with usable data (see Sect. 2.1 and 2.4) 
tested before the pandemic (younger N = 17, older N = 15) 
was too small for univariate analyses. Post-hoc power anal-
yses assuming medium effect size (f = 0.25, RM ANOVA 
within factors) found that the achieved power was 0.78 and 
0.71 respectively (G*Power software, Faul et al. 2009). 
Therefore, we could not analyse the pre-pandemic groups 
using univariate analyses.

Results

On average, infants in the younger age group contributed 
4.35 (SD = 1.04) alternating unimodal (auditory + visual) 
speech and 4.85 (SD = 0.81) bimodal (audiovisual) speech 
trials to final analyses; they contributed significantly more 
bimodal than alternating unimodal trials, z = -2.18, p = .029. 
Infants in the older age group contributed 5.59 (SD = 1.56) 
alternating unimodal (auditory + visual) speech and 5.5 
(SD = 0.96) bimodal (audiovisual) speech trials to final 
analyses; the number of included trials was not significantly 
different depending on the condition, p > .1.
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sub-additive responses, see Table 1; Fig. 3 (note that Fig. 3 
shows only responses within the second time window, 
10-15s.

One channel showed a response consistent with a super-
additive response. The right hemisphere channel located 
superior to the superior temporal region (37) showed 
greater HbO increase to bimodal than alternating unimodal 
condition).

Three channels showed responses consistent with sub-
additive responses, reflected by either a significant dif-
ference in HbO or HbR. HbO: A right superior temporal 
channel (29) showed greater HbO increase to alternating 

Older age group. In the older age group, the planned sim-
ple contrast analyses using F-test (see Sect.  2.5) revealed 
four channels (15, 20, 29, 37) showing significantly dif-
ferent responses depending on condition. The bilateral 
superior temporal channels (15, 29), a channel located pos-
terior to the left superior temporal region (20), and a chan-
nel located superior to the right superior temporal region 
(37) showed significantly different responses depending on 
condition (see Table 2), uncorrected p < .05. None of these 
channels survived the correction for multiple comparisons. 
Planned post-hoc pairwise comparisons revealed which of 
these channels showed responses consistent with super- and 

Fig. 3  Mean concentration of chromophores (µM, red - HbO, blue - 
HbR) in the second time window (10-15s) depending on condition: 
striped - alternating unimodal (auditory + visual) speech, plain - 

bimodal (audiovisual) speech. Top panel - younger age group, bottom 
panel - older age group. * p <. 05
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(proportion correct < 0.63 > 0.09). Results of all performed 
classifications are presented in Supplementary materials, 
Table S2.

Discussion

The current study is the first cross-sectional investigation 
of the characteristics, spatial organisation, and develop-
ment of the cortical responses to integration of congruent 
audiovisual speech in infancy. Non-linear (super- and sub-
additive) cortical responses are a hallmark of integration 
of audiovisual speech and have been well documented in 
adults (e.g., Calvert et al. 2000; Wright et al. 2003). Docu-
menting non-linear responses over wide areas of the cortex 
in infants around 5 and 10 months of age, this study contrib-
utes significantly to our understanding of the development 
of brain specialisation for integration of multisensory stim-
uli. By contrasting cortical responses to audiovisual speech 
(bimodal condition) with combined response to auditory 
and visual speech (alternating unimodal condition), we 
found that integration of audiovisual speech elicits non-lin-
ear cortical responses in 5- and 10-month-olds (at an uncor-
rected level), consistent with both super- and sub-additive 
responses observed in adults. In both age groups, observed 
responses were predominantly consistent with sub-additive 
responses, which may be a developmental response to inte-
gration. Univariate analyses showed that the spatial distribu-
tion of responses was different in the younger and older age 
groups. In the younger age group the non-linear responses 
were widespread, observed over the inferior frontal and 
superior temporal regions bilaterally, but predominantly in 
the right hemisphere. In the older age group the non-linear 
responses were more focal (observed over a few channels), 
mostly over the superior temporal region bilaterally. Sur-
prisingly, MVPAs revealed that responses to bimodal versus 
alternating unimodal speech could be successfully classified 
in the younger age group, but not the older. These findings 
show that the neural correlates of integration of congruent 
audiovisual speech change between 5 and 10 months of age, 
indicating that the development of audiovisual integration 
of speech is a protracted and complex process that involves 
a re-organisation during the period of perceptual attunement 
for the native language. While complex, our findings offer 
important new insight into the emergence of non-linear 
responses to integration of speech in an age period when 
specialisation for speech develops, i.e., 5- to 10 months. 
In the following sections we first describe the character-
istics and development of non-linear responses in infancy 
followed by discussion of the development of the spatial 
organisation of brain regions involved in integration.

unimodal than bimodal condition. HbR: two left hemi-
sphere channels (15, 20) showed greater HbR decrease to 
alternating unimodal than bimodal condition.

Summary. The simple planned contrasts’ analyses fol-
lowed up with planned post-hoc comparisons revealed cor-
tical responses consistent with both super- and sub-additive 
responses in both age groups (5- and 10-month-olds). The 
responses were predominantly sub-additive-consistent, less 
widespread in the older than in the younger age group.

MVPA: Classification of Responses to Bimodal 
(Audiovisual) and Alternating Unimodal 
(Auditory + Visual) Speech

Using MVPAs, we compared distributed patterns of mean 
chromophore concentration (HbO, HbR) for the bimodal 
and alternating unimodal conditions in each age group 
(Table S1). In the younger age group, patterns of HbO acti-
vation to bimodal AV and alternating unimodal A/V speech 
in the second time window (10–15s) could be classified at 
a level greater than chance using right hemisphere channels 
(proportion. correct = 0.68, p = .044). The analysis of chan-
nel weights revealed that right frontal and temporal channels 
(24, 26, 27, 29, 36, 38, 42) contributed most to the correct 
classification. Patterns of HbR activations in the second 
time window using right hemisphere channels also reached 
high classification accuracy (65%) but did not reach statisti-
cal significance (p = .07). Patterns of HbO or HbR activa-
tions in either time window using left hemisphere channels 
could not be classified successfully (p > .5). Although clas-
sifiers trained on HbO and HbR responses using all channels 
achieved high classification accuracy (63%), they were not 
significant (p > .1). Surprisingly, in the older age group, nei-
ther patterns of HbO nor HbR responses could be classified 
at a level greater than chance using all, left hemisphere or 
right hemisphere channels in either time window (propor-
tion. correct < 0.55, p > .3, see Table S1).

Exploratory MVPAs Without Infants Tested During COVID-19 
Pandemic

To explore whether the unsuccessful classification was 
related to within-group variability related to COVID-19 
pandemic, we re-ran MVPA without infants tested during 
the pandemic (younger N = 17, older N = 15). In both age 
groups results were consistent with what we found for the 
whole group. In the younger age group, consistently with 
whole-group results, the classification of HbO responses 
over the right hemisphere in the second time window (10-
15s) was successful (proportion. correct = 0.71, p = .034), 
but no other classifications were successful (all ps > 0.1). 
In the older age group, no classifications were successful 
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bimodal than alternating unimodal condition, while in the 
older age group the number of trials was not significantly 
different between the conditions. Thus, it is unlikely that the 
observed responses consistent with sub-additive responses 
were related to differences in attention to the two experi-
mental conditions.

Secondly, it is possible that the sub-additive-consistent 
responses were triggered by perception of the temporal 
asynchrony between the visual and the auditory syllables 
or the incongruence between the still face and the auditory 
syllable (or silence and visual syllable) in the alternating 
unimodal condition. In adults, sub-additive responses have 
been mostly observed to incongruent or temporally offset 
audiovisual stimuli (Calvert et al. 2000; Meredith and Stein 
1983; Wright et al. 2003). However, we find this explanation 
unlikely for three main reasons: (1) we did observe super-
additive-consistent responses over some channels in both 
age groups; (2) the lag between auditory and visual speech 
(600 ms) was long enough to prevent perceptual integra-
tion (Lewkowicz 2010); and (3) observed sub-additive-con-
sistent responses are consistent with previously observed 
responses to integration of audiovisual speech. At 5 months 
of age incongruent audiovisual speech elicited smaller infe-
rior frontal response than congruent audiovisual speech 
(Altvater-Mackensen and Grossmann 2016). Therefore, we 
assume that infants processed the alternating unimodal con-
dition as auditory and visual speech. Thirdly, the predomi-
nance of sub-additive responses may be a developmental 
pattern. In that, initially integration of speech elicits both 
super- and sub-additive responses, while the predominance 
of super-additive responses emerges only after 10 months 
of age. We would like to see this finding investigated further 
to see whether the sub-additive responses are consistently 
observed during integration of congruent speech in infants 
and whether the predominance of super-additive responses 
emerges later in infancy.

We compared responses to congruent bimodal audiovi-
sual speech with alternating unimodal speech and found dif-
ferential responses over bilateral, but predominantly right, 
fronto-temporal regions at 5 months of age and bilateral 
superior temporal regions at 10 months of age. By compar-
ing congruent audiovisual speech with alternating unimodal 
speech, we were able to measure the cortical response to 
the exact same stimuli rather than a novel, unknown percept 
(an incongruent stimulus). That is, both the bimodal and 
alternating unimodal conditions included exactly the same 
stimuli in either modality. The only difference between the 
conditions was the temporal overlap, in the alternating uni-
modal condition there was no overlap between the auditory 
and visual stimuli. As in adults integration of congruent 
and incongruent speech elicits different responses (Erick-
son et al. 2014), our findings showing neural correlates of 

Development of non-linear Responses to 
Integration of Audiovisual Speech

This is the first fNIRS study to show the development of 
audiovisual integration of speech in infancy. For the first 
time, we show that non-linear responses, consistent with 
both super- and sub-additive responses observed in adults, 
are observed already in infancy. In both age groups, univari-
ate analyses revealed specific channels showing a signifi-
cantly different response to the bimodal (audiovisual) than 
alternating unimodal (auditory + visual) condition. This 
result is consistent with previous studies, which showed 
differential responses to congruent than incongruent audio-
visual speech (Altvater-Mackensen and Grossmann 2016; 
Ujiie et al. 2020), differential responses to audiovisual than 
auditory and audiovisual than visual speech (Altvater-Mack-
ensen and Grossmann 2018), and differential responses to 
bimodal versus unimodal non-social stimuli (Hyde et al. 
2010). In both age groups, single channels showed higher 
responses to bimodal (audiovisual) than alternating uni-
modal (auditory + visual) speech, i.e., responses consistent 
with super-additive responses. This result informs previous 
EEG findings with 3-month-olds that showed likely super-
additive-consistent responses to shapes paired with pure 
tones (Hyde et al. 2010). Here, we extend these findings to 
social stimuli, and elucidate the development of non-linear 
responses to integration in a cross-sectional sample of older 
infants (around 5 and 10 months). Super-additive responses 
have been previously observed in adults (e.g., Calvert et al. 
2000; Wright et al. 2003). The similarity between infant and 
adult responses implies an early cortical specialization for 
integration of audiovisual speech.

Interestingly, while in adults integration of congruent 
audiovisual speech elicits predominantly super-additive 
responses (e.g., Calvert et al. 2000), in our study most of the 
observed responses in infants were consistent with sub-addi-
tive responses. Interpretation of sub-additive responses is 
less straightforward than super-additive responses. Follow-
ing, we propose three possible explanations for this finding 
drawing from adult and infant studies. Firstly, in adults when 
audiovisual stimuli are attended they elicit a super-additive 
response, while when attention is directed to another source 
of information they elicit sub-additive response (De Meo 
et al., 2015). If the observed responses consistent with a 
sub-additive response – i.e., greater activation to alternating 
unimodal than bimodal condition - were related to attention, 
we would expect to see greater attention to the alternating 
unimodal condition. We measured infants’ visual attention 
to the presented stimuli and excluded trials when infants 
looked away. We found that, if anything, infants attended 
more to the bimodal than alternating unimodal condition: In 
the younger age group, infants contributed more trials to the 
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channels showed different non-linear responses depending 
on the hemisphere: the left super-additive-consistent while 
the right sub-additive-consistent responses.

As we measured the fronto-temporal responses bilater-
ally, we were able to draw conclusions regarding the devel-
opment of the lateralisation of speech integration, showing 
that integration is initially supported predominantly by the 
right hemisphere. Consistent with the majority univariate 
responses observed over the right hemisphere, when we 
used the network approach (MVPA), we found success-
ful classification only in the right hemisphere. Analysis of 
relative channel weights showed that right inferior frontal 
and superior temporal channels were amongst the most 
informative to the successful classification (of responses 
to bimodal versus alternating unimodal conditions). Such 
result indicates that either integration is initially predomi-
nantly supported by the right fronto-temporal regions, or the 
right hemisphere shows a more stable/predictable pattern of 
responses than the left hemisphere around 5 months of age. 
This is consistent with previous EEG studies which found 
audiovisual mismatch responses, i.e., differential responses 
to congruent versus incongruent audiovisual syllables, over 
the right hemisphere at 5 months of age (Kushnerenko et 
al. 2008).

Surprisingly, we found that around 10 months of age the 
superior temporal but not the inferior frontal region showed 
non-linear responses to integration of congruent audiovisual 
speech. To the best of our knowledge, this was the first study 
to measure inferior frontal responses to audiovisual speech 
in infants above 8 months of age. As such we extended pre-
vious findings which showed inferior frontal sensitivity to 
integration at 5 months, showing no evidence of inferior 
frontal sensitivity to integration around 10 months of age. 
The observed superior temporal responses extend previ-
ous findings - the superior temporal region showing greater 
responses to incongruent than congruent audiovisual speech 
(Ujiie et al. 2020) - by showing the non-linear responses to 
integration of congruent audiovisual speech. Interestingly, 
in the older age group MVPAs - despite arguably providing 
greater sensitivity than univariate analyses (Emberson et al. 
2017) - did not classify responses to bimodal (audiovisual) 
and alternating unimodal (auditory + visual) speech above 
the chance level. Unlike MVPA in fMRI, MVPA in infant 
fNIRS often relies on averaging across trials to establish a 
reliable estimate of neural patterns and subsequent across-
participant decoding (Emberson et al. 2017). Nevertheless, 
it provides valuable and complementary information to the 
univariate analyses. Possibly, some infants showed a very 
specific pattern of responses while others did not. Lack of 
successful classification may reflect the fact that brain acti-
vation patterns are not reliable across participants and/or 
across trials at this age.

integration of congruent speech inform the body of research 
on integration of incongruent speech in infancy (e.g., Kush-
nerenko et al. 2008, 2013). In line with previous studies 
showing an audiovisual mismatch response (i.e., differ-
ential response to congruent and incongruent syllable) in 
both 5- and 12-month-olds (Kushnerenko et al. 2008, 2013; 
Riva et al. 2022) by showing the non-linear response to 
integration of congruent speech in both 5- and 10-month-
olds. Note that while technically asynchronous (visible 
articulated started 600ms after the onset of auditory speech 
sound), we employed a much larger time lag than previous 
studies that measured response to detection of asynchrony. 
Our findings further inform previous studies on processing 
asynchrony and incongruency between auditory and visual 
stimuli (Hyde et al. 2011; Kopp 2014; Kopp and Dietrich 
2013; Reynolds et al. 2014). Furthermore, the observed dif-
ferential responses to bimodal versus alternating unimodal 
speech are in line with differential ERPs to incongruent and 
asynchronous speech versus congruent and synchronous 
audiovisual speech (Hyde et al. 2011; Reynolds et al. 2014), 
as well as asynchronous versus synchronous non-speech 
social stimuli (video of a person clapping, Kopp 2014; 
Kopp and Dietrich 2013) in infants around 5–6 months of 
age. Moreover, by using fNIRS - which has higher spatial 
resolution than EEG - we were able to extend these findings 
to elucidate the spatial organisation (see Sect.  4.2) of the 
cortical network for speech integration, a goal often cited 
as an important direction for further research (e.g., Hyde et 
al. 2016).

Organisation of the Cortical Network for Integrating 
Audiovisual Speech in Infancy

Our results further revealed that the non-linear responses to 
congruent audiovisual speech are observed in the inferior 
frontal and superior temporal regions in 5- and 10-month-
olds. These results are consistent with previous studies 
which showed bilateral inferior frontal and superior tempo-
ral sensitivity to auditory and audiovisual speech (around 5 
months of age: Altvater-Mackensen and Grossmann 2016; 
Cristia et al. 2014; Egorova et al. 2010; Lloyd-Fox et al. 
2015; Mercure et al., 2020; Naoi et al. 2012; around 10 
months of age: Homae et al. 2007; Naoi et al. 2012; Ujiie 
et al. 2020; in adults e.g., Callan et al. 2003; Calvert et al. 
2000; Erickson et al. 2014; Matchin et al. 2014) and non-
speech audiovisual integration already in infancy (Wer-
chan et al. 2018). As we tested two age groups, our results 
extend previous studies by showing the development of 
the spatial organisation of non-linear responses across the 
fronto-temporal cortex. Around 5 months of age, bilateral 
inferior frontal channels showed responses consistent with 
sub-additive responses, while bilateral superior temporal 
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correction is favourable in studies running channel-by-
channel analyses, to counteract the effect of the high num-
ber of statistical tests being performed, which increases the 
possibility of false-positives. Another approach to deal with 
false positives is to check for adjacent channels. The statis-
tical likelihood of two or more adjacent channels produc-
ing false-positive results is very low (p = .013) (Lloyd-Fox 
et al. 2011), and in our study most channels that showed a 
significant effect were adjacent. Therefore it is unlikely that 
the presented results reflect false positives. We argue that 
the presented results are informative, even if they should be 
interpreted with caution and replicated in future work.

We draw conclusions regarding the pattern of corti-
cal responses consistent with super- versus sub-additive 
responses based on the observed patterns of differential 
responses to the bimodal (audiovisual) versus alternat-
ing unimodal (auditory + visual) conditions. While this 
approach has been previously used in adult studies (Olson 
et al. 2002), it does not follow the original experimental 
approach proposed by Stein and colleagues (1983). How-
ever, neuroimaging studies with infants have to negotiate 
between attrition and experimental design. By limiting the 
number of conditions we were able to decrease the testing 
time, thus increasing the number of infants that contributed 
enough data (Hoehl & Wahl, 2012). Furthermore, multisen-
sory stimuli are more attention-grabbing (e.g., Reynolds 
and Guy 2012), thus by having both conditions include both 
auditory and visual stimuli, we likely increased the amount 
of data infants contributed. Having an auditory-only and 
visual-only conditions may be problematic as infants might 
attend to these blocks less relative to the audiovisual blocks 
(a big problem for fNIRS studies that require infants to 
attend to the stimuli for at least 4-6s). To disentangle the 
meaning of the observed sub-additive-consistent responses, 
future infant studies could measure cortical responses to 
audiovisual, visual, and auditory speech separately (as done 
in adult studies, e.g., Venezia et al. 2017).

The conclusions regarding the age-related changes in 
cortical specialisation could reflect noisy data rather than 
a meaningful developmental change. We observed fewer 
active channels in the older than younger age group, and 
significant classification accuracy only in the younger age 
group. Direct comparison between age groups showed no 
significant effect of age on channels showing significant 
responses in either age group (see Supplementary Materi-
als). Both the univariate and MVPA results could reflect 
increased variability in observed responses in the older age 
group, leading to lower power to detect significant effects. 
This variability may be related to the COVID-19 pandemic, 
which started during data collection. A third of the infants 
in the older age group were tested while COVID-related 
restrictions were in place. Exposure to people wearing 

Given findings from the younger and older age groups 
- widespread, bilateral fronto-temporal responses in the 
younger age group and focal, mostly superior temporal 
responses in the older age group - it is possible that the 
period around 10 months of age involves a re-organisation 
of the cortical correlates of integration. Previous studies also 
show no or decreased distinct cortical responses to speech 
and social stimuli in infants around ten months of age, as 
compared to younger or older infants (e.g., Fava et al. 2014; 
Lloyd-Fox et al. 2017; Minagawa-Kawai et al. 2007). Fava 
et al. (2014) found differential left hemisphere responses to 
native than non-native audiovisual speech only at 11 to 14 
months of age but not at 7 to 10 months of age. In a study 
on social motion, Lloyd-Fox et al. (2017) found similar 
response patterns in younger and older age groups (4–8 and 
12–16 months of age), but fewer selective channels in 9- to 
13-month-olds. In a study on discrimination of vowel-length 
changes, Minagawa-Kawai et al. (2007) found significantly 
different cortical responses to within- and across-category 
changes in 6- to 7- and 13- to 14-month-olds, but not 10- 
to 11-month-olds. While detailed longitudinal or cross-sec-
tional work is lacking, findings from EEG studies suggest 
that audiovisual speech integration becomes left-lateralised 
in the second half of the first year of life: The audiovisual 
mismatch response to McGurk stimuli was observed mainly 
over the right hemisphere at 5 months (Kushnerenko et al. 
2008) and over the left temporal region at 12 months of age 
(Riva et al. 2022). Together, these results indicate that the 
period around ten months of age is a transition period during 
which the fronto-temporal speech network (and likely other 
areas) becomes re-organised. This apparent period of re-
organisation informs our understanding of the development 
of functional specialisation of the cortex, possibly reflecting 
a developmental pattern that occurs around 9 to 10 months 
of age. In that, between 9 and 10 months of age, cortical 
responses become less stable across infants, leading to less 
observed activations at the group level. Studies investigat-
ing structural brain development and functional connectiv-
ity are needed to further examine the hypothesis that 9–10 
months of age is a period of re-organisation of the cortical 
networks for audiovisual speech processing.

Limitations

The present study has several methodological strengths, 
including multiple age groups, a wide area of the cortex cov-
ered (bilateral fronto-temporal), a very strong experimental 
contrast (bimodal versus alternating unimodal condition), 
including a control for low-level processing within the base-
line. Nevertheless, the current study needs to be viewed in 
light of some limitations. Most of the presented results did 
not survive the correction for multiple comparisons. Such 
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same time the distributed patterns of activation – decodable 
around 5 months of age – become undecodable for bimodal 
(audiovisual) congruent versus alternating unimodal (alter-
nating audio and visual) articulation. This may reflect either 
the re-organisation of the network supporting integration 
resulting either from less stable/predictable patterns of 
responses within infants or high variability in the patterns of 
responses between infants. As such, this study further con-
tributes to the growing body of research on the functional 
development of the cortex in infancy, by showing the devel-
opmental changes in HbO and HbR responses to integra-
tion of audiovisual speech over the fronto-temporal regions. 
Future studies with atypically developing infants will ben-
efit from an increased understanding of the development of 
functional specialisation for multisensory speech in infancy.
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masks could have impacted infants’ processing of audio-
visual speech, as visual speech cues were less accessible. 
In adults, a month of mask-wearing (enforced by the coun-
try COVID-19-related procedures) influenced perception 
of a well-known audiovisual speech illusion, the McGurk 
illusion (Chládková et al. 2021). If a month can change an 
otherwise stable perception in adults, a few months likely 
changed the learning trajectory of how infants process talk-
ing faces. On the other hand, infants may have gained more 
exposure to talking faces at home, as families are working 
from home and schools are closed. Future studies should 
look at the effects of the pandemic on the development of 
infants’ knowledge about audiovisual speech.

Conclusions

The current study extends previous findings on the neural 
correlates of audiovisual integration by showing the devel-
opment of non-linear responses to integration of congruent 
audiovisual speech. Instead of a gradual emergence of non-
linear responses to integration of speech, our results show 
that the development of integration of audiovisual speech 
is a complex process. Already around 5 months of age we 
observed widespread non-linear responses to integration in 
bilateral fronto-temporal regions. This result is consistent 
with adult studies (e.g., Calvert et al. 2000) showing non-
linear responses to speech integration, indicating an early 
cortical specialization. While in adults the responses to 
integration of congruent speech are typically super-additive 
(e.g., Calvert et al. 2000), in infants channel-by-channel 
analyses revealed responses consistent with both super- and 
sub-additive responses. The patterns of fronto-temporal 
responses were decodable around 5 months of age, indicat-
ing that audiovisual speech elicits different patterns of brain 
responses than alternating auditory and visual speech. Con-
sistent with the channel-wise analyses, the analysis of rela-
tive channel weights fro MVPA showed that the successful 
decoding was driven by the right hemisphere. Specifically, 
channels in the right inferior frontal and superior temporal 
regions showed non-linear responses and were most infor-
mative for MVPA, indicating that around 5 months of age 
integration is predominantly supported by the right hemi-
sphere. Interestingly, despite the increasing behavioral and 
cortical specialization for processing native speech (e.g., 
Werker and Tees 1984; Fava et al. 2014), the predominance 
of responses consistent with a super-additive response was 
not observed even by 10 months of age. Around 10 months 
of age the network becomes increasingly focal, consistently 
with previous work showing that increasing cortical spe-
cialization is related to smaller areas showing differential 
responses (e.g., Lloyd-Fox et al. 2017). However, at the 
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