
forelimb and in a closed state in emu

forelimb. Mutation of an Ets site within the

Sall1 enhancer ablated its activity during

early chicken forelimb development,

though activity was recovered later in

development. In addition, when placed in

the emu wing bud, the wild-type chick

enhancer failed to drive limb expression.

These results support amodel where both

Fgf signaling and intact Ets binding sites

are required for the activation of key

enhancers during early limb development.

While previous studies have

investigated the basis of wing size

reduction in emus, Young and coworkers

provide multiple converging lines of

evidence that tell a remarkably consistent

story — a reduction in Fgf signaling in

early forelimb progenitor cells leads to a

delay in cellular proliferation andwing bud

outgrowth. As the authors point out, this

does not necessarily mean that changes

in Fgf signaling caused the initial evolution

of flight loss. It is likely, however, that

changes in Fgf signaling are one of the

primary developmental mechanisms

responsible for the subsequent evolution

of diminutive wings in the emu. A recent

investigation of wing size reduction in the

flightless Galapagos cormorant

implicated a preponderance of coding

mutations in cilia-related genes as

contributing factors in the small winged

phenotype of this species [5]. Thus,

different wing-reduced birds may have

convergently evolved undersized

forelimbs through different genetic

mechanisms. Though it remains to be

discovered what genetic mutations are

triggering shifts in emu gene expression

and enhancer activity, this study

significantly expands our understanding

of what sets emu wings apart from the

wings of flighted birds.
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Whether the representation of concepts depends on the language used
to express them is controversial. A new study with sign–speech
bilingual participants has found that neural representations of
semantic categories, such as fruit, are shared across languages but
individual items, such as apple, are not.
Does the language you speak influence

the way you think? What if you know two

languages: do you think differently in each

language? Human thought generally

involves the retrieval of conceptual

(semantic) knowledge that is stored

in memory, and there is on-going

debate about whether language can

influence the nature of such conceptual

representations [1,2]. Some studies have
Current Biology 29, R1122–R1148, Nov
found that the language you speak

influences how you categorize objects [3],

how you perceive color [4], and how you

remember the spatial location of objects

[5]. But others have argued that such

effects reflect the on-line use of language

in cognitive tasks and do not provide

evidence that language shapes the nature

of conceptual representations [2]. In a

new paper in this issue ofCurrent Biology,
ember 4, 2019 ª 2019 Elsevier Ltd. R1133
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Figure 1. Example signs from British Sign Language (BSL) and their English translations
from three semantic categories, fruit, animals and transport.
The dramatic differences between signs and words allows for a strong test of whether the bilingual brain
represents semantic concepts similarly in each language. Evans et al. [6] found that neural representations
of semantic categories are shared across languages (and modalities), but the neural representation of
within-category concepts differed for BSL and English. These findings challenge the predominant view
that semantic representations are shared across languages [16]. (Photos courtesy of Samuel Evans.)
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Evans et al. [6] report that semantic

categories, such as fruit, animals,

transportation, are represented in the

brain in a manner that is independent of a

given language, in this case British Sign

Language (BSL) and English, but the

neural representations for individual

category items, such as apple, mouse,

bicycle, are not shared across languages.

Sign languages are structured quite

differently from spoken languages

and thus provide an excellent tool to

investigate the possible impact of

language (and language modality) on

conceptual representations. Sign

languages are perceived visually, rather

than auditorily, are produced by the

hands and body, rather than by the vocal

tract, and are distinct from the spoken

languages used in the same region (for

example, BSL and English have different

grammatical rules). Sign languages tend

to have more simultaneous structure than

spoken languages; for example,

phonological units — distinctive

handshapes, locations, and

movements — are often articulated at the

same time, rather than produced as a

string of segments, as are consonants

and vowels [7]. Nonetheless, sign

languages are parallel to spoken

languages in multiple respects. Firstly,

with respect to how children acquire them

[8]: for example, children learning sign

from birth show the same developmental
R1134 Current Biology 29, R1122–R1148, No
milestones, including babbling. Secondly,

with respect to cross-linguistic variation

[9]: for example, languages that are

historically unrelated, such as American

Sign Language and BSL, are mutually

unintelligible. And thirdly, and crucially,

with respect to the neural regions involved

in language processing [10,11]: sign and

speech both engage ‘core’ language

regions in the left hemisphere. Evans et al.

[6] capitalized on these similarities and

differences to investigate the influence of

both language modality and bilingualism

on the neural representation of

conceptual knowledge in a group of sign–

speech bilinguals: hearing people who

were highly proficient in BSL and English.

If conceptual representations are the

same for sign and speech, then similar

neural patterns should be evoked when

either viewing BSL signs or listening to

English words. Evans et al. [6] used

representational similarity analysis (RSA)

and functional magnetic resonance

imaging (fMRI) to test for shared versus

language-specific neural representations

of individual concepts (see Figure 1

for examples) and for the semantic

categories to which these concepts

belong. Rather than measuring the

average level of neural activity within

experimental conditions, as is done with

standard fMRI, RSA compares the pattern

similarity of neural activation distributed

across voxels (tiny brain ‘cubes’
vember 4, 2019
representing the summed activation of

many neurons); these voxel patterns are

assumed to reflect neural representations

[12]. The RSA results revealed similar

neural activation patterns for semantic

categories across BSL and English in left

posterior middle temporal cortex, a brain

region that has long been implicated

in semantic processing [13]. Thus, the

neural representation of high-level

semantic categories is not impacted by

language or by modality. However, neural

patterns differed for individual signs and

words that referred to the same concepts

(translation equivalents). Within each

language, the neural patterns were similar

for words or signs that were produced by

different models (a male and a female).

Thus, the neural pattern for item-level

concepts is stable across models and

exemplars within a language, but not

across languages. Evans et al. [6] interpret

these findings as suggesting that

language acts as a ‘subtle filter’ through

which we experience the world.

But how might this ‘subtle filter’ work?

Why might the BSL sign APPLE elicit a

different neural pattern than the spoken

English word ‘apple’ in the same person?

One possibility that Evans et al. [6]

considered was that signs are more likely

to resemble what they mean (are more

iconic) than words. For example, the BSL

sign APPLE resembles how you hold an

apple and is produced near the mouth

(Figure 1). This explanation is unlikely,

however, because the authors found no

relationship between the degree of

iconicity and semantic feature similarity at

the item level (or at the category level).

The authors also considered polysemy

(multiple meanings) as a possible

explanation, citing the observation that

signs often have more meanings than

words. However, the basic-level names

used in this study — orange, apple,

grapes, mouse, lion, monkey, train, bus,

bicycle — are unlikely to have more

meanings in BSL than English. Another,

more likely explanation is that semantic

representations of individual items are

colored by their phonological structure,

which differs dramatically for signed

and spoken languages. Supporting this

hypothesis, Evans et al. [6] found that

speech-specific regions that encoded

item-level information were located in

auditory cortex, while sign-specific

regions were located in visual cortex.
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A new study looks across frog species to identify molecular factors
important in meiotic spindle scaling.

Size is a fundamental feature that

governs the function of many biological

processes. Cell size can differ drastically

across organisms, cell types, and

developmental stages. In each of these

instances, subcellular structures must be

scaled in accordance to the size of their

respective cell type. Xenopus frogs are a

powerful model system to understand

the scaling mechanisms of the meiotic

spindle as it relates to egg and organism

size [1]. In a new study published in this
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Thus, the neural encoding of item-level

semantic representations of signs and

words may not be amodal and appears to

retain sensitivity to language modality.

The obvious next step will be to

conduct a similar study with bilinguals

who know two spoken languages.

Previous work [14] with Dutch–English

bilinguals listening to animal words in

each language (such as ‘paard’ and

‘horse’) used brain-based decoding

methods to reveal shared item-level

semantic representations in the left

anterior temporal lobe, another region

known to be involved in semantic

representation. Another study [15]

replicated this result with Dutch–French

bilinguals, although the neural overlap

was not in the temporal lobe, but failed to

find shared semantic representations

across modalities: listening to ‘maan’

(‘moon’ in Dutch) and reading ‘lune’

(‘moon’ in French). Neither study

tested for shared semantic category

representations across languages. The

existing evidence thus suggests that input

modality, auditory or visual, shapes

semantic representations at the specific

item-level, but not at a more general

category level. Lexical-level semantic

representations are more tightly linked

to their input representations, sound, print

or sign, and may therefore be impacted

by distinct properties of these

representations, for example the size

of phonological versus orthographic

neighborhoods or differing semantic

co-occurrence frequencies in each

modality.

New ‘brain-decoding’ techniques,

such as RSA, are beginning to uncover

how multiple languages are represented

in the brain and the extent to which

concepts are shared across languages.

The study by Evans et al. [6] is the first

to investigate this question using

different degrees of semantic

granularity. For bilinguals, high-level

semantic categories are more likely to

be represented similarly across

languages, but semantic

representations for individual words

may be shaped by whether they are

heard or seen in each language. It

remains an open question whether

these neural differences in encoding

semantic representations have an

impact on behavior and thought in

bilinguals.
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